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Abstract

We present the system description for our sub-
mission to the SereTOD-EMNLP 2022 com-
petition. The task of Track 2 is to develop a
task-oriented dialog system that can predict the
user intent, the system intent, and the system re-
sponse. We choose the official baseline model
as a starting point, which is a pre-trained lan-
guage model (PLM) based method that solves
the problem in an end-to-end manner. Then we
focus on finding a good prompting scheme for
the PLM, since the prompting scheme is crucial
for the PLM-based method. Motivated by mak-
ing good use of the local knowledge base (KB),
an effective prompting scheme that explicitly
describes the connection between the user goal
and the local KB is proposed. Moreover, the
unlabeled dialogues are used to fine-tune the
PLM before training with the labeled dialogues.
As a result, our method ranks second in the
competition with a final score of 2.7.

1 Introduction

The goal of the task-oriented dialog system in this
competition(Ou et al., 2022)(Liu et al., 2022b) is
to solve the user’s requirements through multiple
rounds of dialog. With the development of large
pre-trained language model ( PLM ), many meth-
ods based on large PLM have been proposed for
task-oriented dialog systems, such as Simple TOD
(Hosseini-Asl et al., 2020), UBAR(Yang et al.,
2021), MTTOD(Lee, 2021), and MGA(Liu et al.,
2022a). These methods take the historical utter-
ances, dialog state, current utterance, and knowl-
edge base as input to the PLM, and then decode
the dialog state, system action, and response step
by step. We can see that the main improvement
of these PLM based methods is on the input side.
The input of SimpleTOD consists of the historical
utterances of the user and the system. UBAR adds
dialog states and system actions to the input. MGA
proposes to input only the previous round of dialog
state, the system response, and the current round of

user utterance, as this is based on the dialog state
definition, which should include all historical in-
formation, thus saving memory and computational
resources. Motivated by the good use of local KB,
an effective prompting scheme is proposed to more
explicitly construct the relationship between the
user’s potential requests and local KB information.
In addition, more historical utterances are included
in the input. Note that the history of the service
response is excluded to avoid error propagation.

2 Method

2.1 Architecture

As shown in Fig. 1, we build the task-oriented di-
alog system based on large pre-trained language
model in an end-to-end manner. In the beginning,
by inputting the history of user utterances, the his-
tory of entity names, the current user utterance with
constraints, and the current entity names, the lan-
guage model predicts the user intent. Then, the
information extracted from the local KB is added.
Finally, the system’s intent and response are pre-
dicted progressively.

2.2 Leverage unlabeled data.

There is about nine times more unlabeled data than
labeled data, so it is intuitive to think about using
the unlabeled data. The most intuitive method for
dealing with the unlabeled data is to fine-tune the
large language model on the unlabeled data. By
observing the data, we found that the speaker with
the smaller ID usually represents the system, and
based on this regularity, we unified the unlabeled
data so that the user spoke first. Then we fine-tune
the large language model based on the unlabeled
data.

2.3 Effective prompting scheme.

In this section, the effective prompting scheme is
presented. As shown in Fig. 1, we first add the



Figure 1: Model architecture

user’s historical utterances to include more contex-
tual information. It is worth noting that we only
add the user’s historical utterances and not the sys-
tem’s historical utterances. Keep in mind that in the
inference phase, the system’s utterances are gener-
ated by the model, so adding the system’s historical
utterances could lead to error propagation. Second,
the entity names of the utterances are obtained by
looking them up in the local KB. Third, the en-
tity and attribute pairs are added at the end of the
user’s current utterance by looking up the local KB,
which may prompt the user’s requests more explic-
itly. Accordingly, the triples of entity, property, and
value are constructed as a sequence by looking up
the local KB. In this way, it is more like a multiple
choice problem to satisfy the user’s requirements in
the response. Moreover, the constraints according
to the user’s main intent are removed in the output
compared with the official baseline method, since
it is difficult to predict these constraints accurately.

3 Experiments

3.1 Implementation

The large pre-trained language model used in the
experiments is GPT-2(Radford et al., 2019). And
the initial model we used was trained by UER(Zhao
et al., 2019) in Huggingface Transformers(Wolf
et al., 2020). The sequence of the user’s historical
utterances longer than 384 is truncated. During
training, the AdamW is used as an optimizer with
an initial learning rate of 5e-5. All the model in
these experiments is trained for 20 epochs, with the
learning rate decreasing linearly to 0.

3.2 Evaluation
As illustrated in Section 2, we mainly tried to
use many different prompting schemes to improve
performance. The input pattern used in the offi-
cial baseline method is referred to as the baseline,
where the sequence consists of the entity name his-
tory, the current user utterance, the predicted entity
name, the information extracted from the local KB,
the system intent, and the system response. In gen-
eral, the baseline is mainly improved in 5 aspects:

• FTU: fine-tuning on the unlabeled data.

• HISU: adding the historical utterances of the
user.

• UC: the entity and attribute pairs are added at
the end of the user’s current utterance of user
by looking it up in the local KB.

• KC: the triples of entity, attribute and value
are constructed as a sequence by looking them
up in the local KB.

• WOUC: the constraints according to the main
user intent are removed.

As shown in Table 1, fine-tuning on the unlabeled
data improves BLUE, which is consistent with in-
tuition. Adding the user’s historical utterances im-
proves all metrics, as they can give more clues to
the model. Then, the entity and attribute pairs are
added at the end of the current user’s utterance, and
this strategy leads the model to make progress in
predicting user intent and system intent by 1.42 and
0.9 respectively. This result shows that the entity
and attribute pairs may have the ability to prompt
the intent of the user more explicitly. Note that this
strategy does not improve the success rate. The



Table 1: Quantitative comparison of each sequence pattern

Sequence Pattern User intent(F1) System intent(F1) BLEU Success

Baseline 64.42 57.45 4.38 29.72
Baseline+FTU 63.96 58.35 4.77 26.10
Baseline+FTU+HISU 65.00 59.10 5.425 30.52
Baseline+FTU+HISU+UC 66.42 60.00 5.651 30.12
Baseline+FTU+HISU+UC+KC+WOUC 70.00 60.03 6.144 41.36

reason is considered as the mismatch of the entity
and attribute pairs and the sequence extracted from
the local KB, which is the same as the official base-
line method. Therefore, we reformat the sequence
extracted from the local KB as triples of entity,
attribute, and value. The success rate increases sig-
nificantly from 30.12 to 41.36 when UC and KC
are used together. At the same time, the constraints
related to the main user intent are removed, com-
pare with the official baseline method, since we
find it is difficult to predict these constraints accu-
rately. After removing the constraints of the user’s
main intent, the user intent F1 is also improved. In
addition, it is difficult to significantly improve the
BLUE score because the response of the system
can be very diverse.

4 Conclusion

In this work, a large pretrained language model
based task oriented dialog system is built for the
EMNLP SereTOD Track 2 competition. GPT2 is
selected as the pre-trained language model in this
work and fine-tuned on the unlabeled data. Then,
the user’s historical utterances are added to provide
more contextual information. Motivated by the
good use of local KB, the entity and attribute pairs
are added at the end of the user’s current utterance
by looking up the local KB. At the same time, the
triples of entity, attribute and value are extracted
from the local KB and used as a complementary
part. With these improvements, our method ranks
second in the competition with a final score of 2.7.
In the future, there is still much room for improve-
ment in the performance of the method by mak-
ing progress in data cleaning, well-designed rules,
leveraging unlabeled data, and model integration.
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